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POEtic: an electronic tissue for bio-inspired cellular applications
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Abstract

In this paper, we introduce the general architecture of a new electronic tissue called POEtic. This reconfigurable circuit is
designed to ease the implementation of bio-inspired systems that bring cellular applications into play. It contains special features
that allow a developer to realize systems that require evolution (Phylogenesis), development (Ontogenesis), and/or learning
(Epigenesis). A dynamic routing algorithm has been added to a structure similar to that of common commercial FPGAs, in order
to allow the creation of data paths between cells. As the creation of these paths is dynamic, it is possible to add new cells or to
repair faulty ones at runtime.
© 2004 Elsevier Ireland Ltd. All rights reserved.
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1. Introduction

Life is amazing in terms of complexity and adapt-
ability. After the fertilization of an ovule by a sper-
matozoid, a simple cell is capable of recursively
dividing itself to create an entire living being. During
its lifetime, an organism is also capable of self-repair
in case of external or internal aggressions. Living
beings possessing a neural network can learn tasks
that allow them to adapt to their environment. And
finally, at the population level, evolution allows
a population to evolve in order to survive in an
ever-changing environment. POEtic machines draw
inspiration from these three life axes: Phylogenesis
(evolution), Ontogenesis (development), and Epige-
nesis (learning). On the phylogenetic axis, we find
systems inspired by the processes involved in the
evolution of species through time. The process of
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evolution is based on natural selection and alter-
ations to the genetic information. These alterations
occur through two basic mechanisms: crossover
and mutation. Both these mechanisms are, by na-
ture, non-deterministic, which represents both their
strength and their weakness. Evolutionary algorithms,
such as genetic algorithms(Holland, 1973)or genetic
programming (Koza, 1992), exploit this phyloge-
netic axis to solve NP-hard problems, or in general,
problems that cannot be solved by deterministic ap-
proaches. All these algorithms rely on the fact that
a potential solution (an individual) may be described
by a string of values (a string of binary bits or a
string of real values). A population of individuals,
described by their genotypes, is built, starting with
random ones. The phenotype of each individual, cre-
ated from its genotype, is evaluated, and a selection
mechanism is applied to the population. The new
generation is then created by applying crossover and
mutations on the parent generation, and the process
is repeated with the new individuals. These types of
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algorithms are not guaranteed to find the best solu-
tion to a problem, but can usually find an acceptable
solution more rapidly than deterministic approaches.
The ontogenetic axis concerns the development of
a single multi-cellular organism. This process ex-
ploits very specific mechanisms to direct the growth
of the organism. Cells divide, each offspring con-
taining a copy of the genome (cellular division) and
acquiring a functionality (e.g., liver cell) depend-
ing on its position (cellular differentiation). Every
cell contains the blueprint for the entire organism
(the genome), and thus can potentially replace any
other cell (Pearson, 2001), providing the possibil-
ity of healing (self-repair). The ontogenetic concept
of growth has been largely ignored in the past, for
obvious reasons: growth implies the “creation” of
new material during the lifetime of an organism, a
feature that remains impossible to this day in the
world of electronics. However, while the silicon
substrate of an electronic circuit cannot grow, a re-
configurable circuit (such as our POEtic tissue, as
we shall see later) allows its function to be modified
at runtime, and can thus implement a growth pro-
cess based on information rather than matter. The
Embryonics project(Mange et al., 2000; Ortega and
Tyrell, 1998) is one of the few research efforts in
this area. A part of Ontogenesis, morphogenesis, has
been the subject of research(Lindenmayer, 1968),
and the concept of development is also attracting
growing attention (Kitano, 1998). The epigenetic
axis concerns the processes and structures of an
organism that are directly affected by the environ-
ment, such as the nervous system or the immune
system. The size of the genome does not allow it
to completely describe the structure of an adult or-
ganism, and, interaction between the organism and
its environment is therefore the only way for fur-
ther development. Epigenetic mechanisms have al-
ready had considerable impact on hardware design
in the form of artificial neural networks (ANNs),
two-dimensional arrays of massively-interconnected
processing elements (the neural cells). ANNs have
been successfully exploited in many different do-
mains, from character recognition to robot control,
thanks to their adaptability and learning capabilities.
State machine evolution, as presented in(Mesot et al.,
2003), also uses a learning process to build a robot
controller.

2. The POEtic project

POEtic machines draw inspiration from these three
life axes (Phylogenesis, Ontogenesis, and Epigenesis)
(Sanchez et al., 1997; Eriksson et al., 2003; Roggen,
2003; Sipper et al., 1997; Tempesti et al., 2002;
Tyrrell et al., 2003)and from the multi-cellular struc-
ture of complex biological organisms. The aim of the
POEtic project (http://www.poetictissue.org) is the
development of a computational substrate optimized
for the implementation of digital systems inspired by
all three models mentioned above. The POEtic tissue
is a self-contained, flexible, and physical substrate
designed to interact with the environment through
spatially-distributed sensors and actuators, in order
to develop and adapt its functionality, through a pro-
cess of evolution, growth, and learning, to a dynamic
and partially unpredictable environment. The tissue
must also self-repair parts damaged by ageing or
environmental factors in order to remain viable and
perform the same functionality. A novel hardware
substrate is sorely needed for research in the domain
of bio-inspired machines, as conventional circuits
are ill-suited to implement adaptation and special-
ization, key features of all biological organisms: no
bio-inspired architecture can be rigid, but must rather
be able to adapt and specialize depending on the de-
sired application. This requirement can be satisfied
by exploiting reconfigurable logic (e.g., FPGAs). The
POEtic tissue is such a reconfigurable circuit, spe-
cially adapted for the implementation of bio-inspired
cellular systems, as we shall see. POEtic architec-
tures will consist of two-dimensional arrays of cells.
Each cell is a small, fully reconfigurable processing
element, specialized for the application and for the
bio-inspired mechanisms to be implemented. The
role of the tissue is then to provide a digital molec-
ular substrate for the implementation of the cells: as
organic cells are constituted by molecules, so our ar-
tificial cells will be constituted by the programmable
logic elements of our POEtic circuit. Each artificial
cell in our architecture contains the entire “genome”
for the whole tissue (that is, all of the information
required by the organism for the execution of its task)
but expresses only part of it (its “gene”) depending,
for instance, on its position within the organism.
This differentiation allows multi-cellular organisms,
and thus the POEtic tissue, to display behaviors of
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Fig. 1. The three organizational layers of the POEtic project.

a greater complexity than those of single-cell organ-
isms. Moreover, this solution increases the robustness
of the system by making it completely local and al-
lowing individual cells to reconfigure their function
for growth, self-replication, and self-repair (Ontoge-
nesis). Following the three axes of bio-inspiration,
the POEtic cells will be designed as a three-layer
structure (Fig. 1):

• The phylogenetic axis acts on the genetic material of
a cell. Typically, it could be used to find and select
the genes of the cells for the genotype layer, which
is conceptually the simplest of the three layers of
the tissue, as it is mainly a memory containing the
genetic information of the organism.

• Ontogenesis concerns the development of the indi-
vidual, and thus the mapping or configuration layer
of the cell, which implements cellular differentia-
tion and growth. In addition, it has an impact on the
system as a whole for self-repair. The configuration
layer selects which gene will be expressed depend-
ing on a user-defined differentiation algorithm.

• The epigenetic axis modifies the behavior of the or-
ganism during its operation, and is therefore best
applied to the phenotype layer, probably the most
application-dependent layer. If the final application
is a neural network, the phenotype layer of the cell
will consist of an artificial neuron. In particular, the
POEtic project will concentrate on spiking neurons
(Eriksson et al., 2003), but this choice does not im-
ply that the tissue will be limited to such a model.

The hardware structure of each layer is specific to
its role (e.g., the genotype layer will be mainly stor-
age). The explicit separation in three layers will
allow the study and implementation of complex
genotype-to-phenotype mappings that can exploit the
growth and reconfiguration properties of the tissue.
Finally, the three distinct hardware layers allow the
implementation of different bio-inspired mechanisms
of self-organization, allowing, for example, to imple-
ment neuronal structures without growth or evolution,
or conventional fault-tolerant systems deprived of
adaptation. The main features of the POEtic tissue
are listed below:

• An on-chipµ-processor takes care of the evolution
process. It is a custom 32-bit RISC, with special
random number generation operations.

• Cellular individuals are implemented on a molec-
ular structure that is flexible enough to realize any
desired digital circuit, but specialized enough to im-
plement bio-inspired systems efficiently.

• The tissue is capable of self-configuration, useful
for growing and/or self-repairing systems.

• An auto-routing mechanism for inter-cellular com-
munication is hard-coded to allow changes of the
cellular network at runtime.

• Self-repair at the cellular level can be implemented
easily, using dedicated features at the molecular
level.

In the next section we describe the global architecture
of the POEtic circuit. InSection 4, the molecular plane
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structure is detailed, while inSection 5, we explain the
inter-cellular dynamic routing algorithm implemented
in the second plane.

3. Structural architecture

The POEtic circuit comprises two parts (Fig. 2): the
organic subsystem, which is the functional part of the
circuit, and the environmental subsystem. Cells, and
thus organisms, are implemented in the organic sub-
system. It is composed of a grid of small molecules and
of a cellular routing layer. Molecules are the smallest
unit of programmable hardware and can be configured
by software, while dedicated routing units are respon-
sible for the inter-cellular communication. The main
role of the environmental subsystem is to configure
the molecules. It is also responsible for the evolution
process, and can therefore access and change the state
of every molecule in order to evaluate the fitness of
an organism.

3.1. Environmental subsystem

The environmental subsystem is mainly composed
of a micro-controller (a 32-bit RISC processor). Its
function is to configure the molecules and to run
the evolutionary mechanisms. In order to speed up
evolutionary processes, a random number generator
has been added directly in hardware. An AMBA bus
(ARM, 1999) is used to connect the processor to a
system interface that takes care of the communication

Fig. 2. The POEtic chip, composed of an environmental and an organic subsystems.

Fig. 3. The organic subsystem is composed of two layers: the
molecules and the routing units.

between the processor and the organic subsystem.
This bus is also connected to external pins in order to
allow multi-chip communication as well as the use of
an external RAM.

3.2. Organic subsystem

The organic subsystem is made up of two layers
(cf. Fig. 3): a two-dimensional array of basic ele-
ments, called molecules, and a two-dimensional array
of routing units. Each molecule is connected to its four
neighbors in a regular structure. It mainly contains
a 16-bit look-up table (LUT) and a flip-flop (DFF),
and has the capability of accessing the routing layer
that is used for inter-cellular communication. This sec-
ond layer implements a dynamic routing algorithm
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allowing the creation of data paths between cells at
runtime. All three layers of the POEtic cells, described
in the previous section, will be implemented on this
subsystem. The molecular structure is described in the
next section, while the inter-cellular routing algorithm
is explained inSection 5.

4. Molecular structure

The first layer of the POEtic tissue is a two-dimen-
sional array of small programmable units, called
molecules. Each molecule is connected to its four
neighbors and to a routing unit (four molecules for one
routing unit), and mainly contains a 16-bit look-up
table (LUT) and a flip-flop (DFF) (Fig. 4). This struc-
ture, while seemingly very similar to standard FPGAs
(Brown et al., 1992), is however specially designed
for POEtic applications: different running modes let
the molecule act like a memory, a serial address com-
parator, a cell input, a cell output, or others. With a
total of eight modes, these molecules allow a devel-
oper to build cells that are capable of communicating
with each other, of storing a genome, of healing, and

Fig. 4. Structure of a molecule in four different modes: (a) normal,
(b) 3-LUT, (c) shift memory, and (d) cellular input.

so on. The eight modes of operation of the molecule
are the following:

• Normal: the LUT is a simple 16-bit look-up table.
• 3-LUT: the LUT is split into two 8-bit look-up ta-

bles. Two outputs can be used, of which one can be
sequential. One of the outputs can be considered as
a carry and is directly sent to the south neighbor,
allowing fast arithmetic operations.

• Communication: the LUT is split into one 8-bit shift
register and one 8-bit look-up table. This mode can
be used to implement a packet routing algorithm
that will not be presented in this paper.

• Shift memory: the LUT is considered as a 16-bit
shift register. This mode is very useful to efficiently
store the genome in every cell. Shift memories can
be chained in order to create memories of depth 32,
48, etc.

• Configure: the molecule has the capability of recon-
figuring its neighbor. Combined with shift memory
molecules, this mode can be used to differentiate
the cells. A selected part of the genome, stored in
the memory molecules, can be shifted to configure
the LUT of other molecules (for instance to assign
weights to neural synapses).

• Input address: the LUT is a 16-bit shift register and
is connected to the routing unit. The 16 bits repre-
sent the address of the cell from where the infor-
mation arrives. The molecule’s output is the value
coming from the inter-cellular routing layer (this
mechanism will be detailed in the next section).

• Output address: the LUT is a 16-bit shift register
and is connected to the routing unit. The 16 bits
represent the address of the cell, and the molecule
sends the value of one of its inputs to the routing
unit (this mechanism will be detailed in the next
section).

• Trigger: the LUT is a 16-bit shift register, and is
connected to the routing unit. Its task is to supply
a trigger everyn clock cycles (wheren is the num-
ber of bits of the addresses), needed by the routing
algorithm for synchronization.

4.1. Molecular communication

Inter-molecular communication in the POEtic cir-
cuit is implemented, as in most conventional FPGAs,
by a mix of short-distance connections between
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Fig. 5. The switch box present in every molecule.

immediate neighbors and of long-distance connec-
tions for more complex routing patterns. Unlike most
commercial FPGAs, however, the long-distance con-
nection network is implemented by a switch box
(identical in all molecules) that prevents the possibility
of short circuits in the network by using multiplexers
and directional lines (Fig. 5). This marginally more
expensive solution was imposed by the requirements
of bio-inspired applications: on one hand, evolution-
ary mechanisms, when applied to the configuration
bitstream of a programmable circuit, generate random
solutions that can potentially generate short circuits
when two-directional lines are used; on the other

Fig. 6. All configuration bits of a molecule, split up into 5 blocks. The partial configuration bits of blocks 2 and 4 are set, enabling the
reconfiguration of the LUT inputs and of the mode of operation by a neighboring molecule.

hand, the self-configuration capabilities of the circuit
can potentially give rise to transient states that, once
again, could set up short circuits in the system. Each
switch box consists of eight input lines (two from each
cardinal direction) and eight corresponding output
lines, a size dictated by empirical evidence collected
within the Embryonics project(Mange et al., 2000).
Each output line can be connected to one of the six
input lines from the other cardinal directions (no
u-turns allowed) or to one of the two possible outputs
of the molecules (the output or the inverted output).

4.2. Self-configuration

To be capable of self-repair and growth, an organ-
ism needs to be able to create new cells and to config-
ure them. The configuration system of the molecules
can be seen as a shift register of approximately 80 bits
split into five blocks: the LUT, the selection of the
LUT’s input, the switch box, the mode of operation,
and an extra block for all other configuration bits. Each
block contains, as shown inFig. 6, together with its
configuration, one bit indicating, in the case of a re-
configuration coming from a neighbor, if the block has
to be bypassed. This bit can only be loaded from the
micro-processor, and remains stable during the entire
lifetime of the organism. The special configure mode
allows a molecule to partially reconfigure its neighbor-
hood. It sends bits coming from another molecule to
the configuration of one of its neighbors. By chaining
the configurations of neighboring molecules, it is pos-
sible to modify multiple molecules at the same time,
allowing, for example, the synaptic weights in a neu-
ron to be changed.
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Fig. 7. Three consecutive first steps of the algorithm. The black routing unit will be the master, and therefore perform its routing.

Fig. 8. The propagation direction of the address: north→ south‖ east→ south, west and north‖ south→ north ‖ west→ north, east,
and south‖ routing unit→ north, east, south, and west.

5. Inter-cellular routing

As presented above, our circuit is composed of a
grid of molecules in which cells are implemented.
In a multi-cellular system, cells need to communi-
cate with each other: a neural network, for example,
often shows a very high density of connections be-
tween neurons. Commercial FPGAs have trouble
dealing with these kinds of applications because of
their poor routing capacity. Given the purpose of
the POEtic tissue, special attention was given to this
problem. Therefore, a second layer was added on
top of the molecules, implementing a dynamic rout-
ing algorithm inspired by(Moreno Arostegui et al.,
2001).

5.1. Principle

The dynamic routing system is designed to auto-
matically connect the cells’ inputs and outputs. Each
output of a cell has a unique identifier at the organism
level. For each of its inputs, the cell stores the iden-
tifier of the source from which it needs information.
A non-connected input (target) or output (source) can
initiate the creation of a path by broadcasting its iden-
tifier, in case of an output, or the identifier of its source,
in case of an input. The path is then created using
a parallel implementation of the breadth-first search

Fig. 9. Test case with a densely connected network.

algorithm1. When all the paths have been created, the
organism can start operation, and execute its task, until
a new routing is launched, for example after a cell ad-
dition or a cellular self-repair. Our approach has many
advantages compared to a static routing process. First
of all, a software implementation of a shortest path
algorithm, such as Dijkstra’s, is very time-consuming
for a processor, while our parallel implementation

1 This algorithm can be seen as a particular case of Dijkstra’s
shortest path algorithm(Dijkstra, 1959), where all edges have a
weight of 1.
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requires a very small number of clock cycles to final-
ize a path. Secondly, when a new cell is created it can
start a routing process without the need of recalculat-
ing all paths already created. Thirdly, a cell has the
possibility of restarting the routing process of the en-
tire organism if needed (for instance after self-repair).
Finally, our approach is totally distributed, without
any global control over the routing process, so that
the algorithm can work without the need of the cen-
tral micro-processor. The routing algorithm is based
on three phases:

5.1.1. Phase 1: finding a master
In this phase, every target or source that is not con-

nected to its correspondent partner tries to become
master of the routing process. A simple priority mech-
anism chooses the most bottom-left routing unit to
be the master, as shown inFig. 7. Note that there is
no global control for this priority, every routing unit

Fig. 10. Step (a) one, (b) two, (c) three and (d) four of the path construction process between the source placed in column 1, row 2 and
target cell placed in column 3, row 3.

knowing whether or not it is the master. This phase is
over in one clock cycle, as the propagation of signals
is combinational.

5.1.2. Phase 2: broadcasting the address
Once a master has been selected, it sends its address

in case of a source, or the address of the needed source
in case of a target. As shown inSection 4, the address
is stored in a molecule connected to the routing unit. It
is sent serially, inn clock cycles, wheren is the size of
the address. The same path as in the first phase is used
to broadcast the address, as shown inFig. 8. Every
routing unit, except the one that sends the address,
compares the incoming value with its own address
(stored in the molecule underneath). At the end of this
phase, that is, aftern clock cycles, each routing unit
knows if it is involved in this path. In practice, there
has to be one and only one source, and at least one
target.
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5.1.3. Phase 3: building the shortest path
The last phase, largely inspired by(Moreno

Arostegui et al., 2001), creates a shortest path be-
tween the selected source and the selected targets.
An example involving eight sources and eight targets
is shown inFig. 9, for a densely connected network.
A parallel implementation of the breadth-first search
algorithm allows the routing units to find the short-
est path between a source and many targets. Starting
from the source, an expansion process tries to find
targets. When one is reached, the path is fixed, and
all the routing resources used for the path will not
be available for the next successive iterations of the
algorithm.Fig. 10 shows the development of the al-
gorithm, building a path between a source placed in
column 1, row 2 and a target cell placed in column 3,
row 3. After 3 clock cycles of expansion, the target is
reached, and the path is fixed, prohibiting the use of
the same path for a successive routing.

6. Conclusion

In this paper we presented a new electronic cir-
cuit dedicated to the implementation of bio-inspired
cellular applications. It is composed of a RISC
micro-processor and of two planes of functional and
routing units. The first plane, a two-dimensional array
of molecules, is similar to standard FPGAs, and makes
the circuit general enough to implement any digital
circuit. However, molecules have self-configuration
capabilities that are not present in commercial FPGAs
and that are important for the growth of an organism
and for self-repair at the cellular level. The second
plane is a two-dimensional array of routing units that
implement a dynamic routing algorithm. It is used for
the inter-cellular communication, letting the tissue
dynamically create paths between cells. This algo-
rithm is totally distributed, and hence does not need
the control of a micro-processor. The first prototype
of the POEtic chip will only contain approximately
500 000 equivalent gates. This size would not allow
to have more than 1000 molecules in one chip. It will
be only possible to implement a very simple organism
on a such small number of molecules. Therefore, we
included in the design the possibility of implementing
a multi-chip organism by seamlessly joining together
any number of chips (Fig. 11). This circuit has been

Fig. 11. A multi-chip organism shows the inter-cellular connec-
tions.

tested with a simulation based on the VHDL files de-
scribing the entire system. The next step of the project,
which is currently under way and which will be com-
pleted by the time the conference will take place, is
to develop, from the VHDL files, the VLSI layout to
realize a testchip to validate the design of our circuit.
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